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The improved battery management system (BMS) can give full play to the best performance of power 

battery, and the state of charge (SOC) estimation of power lithium-ion battery is the core and key 

technology of BMS. The Kalman filter method with the first-order Thevenin model cannot obtain better 

estimation results because of the limited model precision. Aiming at solving the above problems, this 

paper presents a second-order Thevenin equivalent circuit model. The idea of the Sage-Husa adaptive 

algorithm and square root filter is introduced based on the Unscented Kalman Filter (UKF) algorithm. 

The adaptive square root Unscented Kalman Filter (ASRUKF) algorithm is formed to improve the 

precision of SOC estimation. Experiments on SOC estimation of the battery are carried out under three 

different working conditions. The experimental results show that the ASRUKF algorithm under the 

second-order Thevenin equivalent circuit model can converge quickly and achieve high precision in 

SOC estimation. 

 

 

Keywords: lithium-ion battery, SOC estimation, equivalent circuit model, adaptive square root 
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1. INTRODUCTION 

With facing the massive demand for fossil fuels and severe pollution to the ecological 

environment, electric vehicles have gradually entered people's field of vision with their advantages of 

energy saving and environmental protection, which have become a new industry of great concern. The 

power lithium battery plays a significant role as the energy source of electric vehicles. The performance 

of BMS determines the endurance kilometers, the performance, and the promotion degree of the electric 

http://www.electrochemsci.org/
mailto:wkwj888@163.com
mailto:ytllw@163.com


Int. J. Electrochem. Sci., Vol. 15, 2020 

  

9500 

vehicles directly. Moreover, SOC is the core and critical technical difficulty of BMS. It provides the use 

state of battery for the whole BMS system, and it is the basis for realizing the functions of other battery 

management [1-3]. The SOC is also known as the battery's remaining charge, which represents the ratio 

of the battery's remaining available charge at a given moment to its rated capacity. Accurate SOC 

estimation has always been a rigid demand of BMS. However, the SOC of the batteries cannot be 

measured directly because of its particularity; it needs to be estimated by the external characteristics of 

the batteries [4-7]. Furthermore, its estimation precision is influenced by many factors, such as model, 

algorithm, working condition, error, and SOC estimation, so SOC estimation has always been the key 

and difficult point in the field of the research of battery technology. 

At present, the standard methods of SOC estimation are open-circuit voltage method, discharge 

experiment method, Ann-hour integral method, linear model method, internal resistance method, 

Kalman filter algorithm, neural network algorithm, and fuzzy logic algorithm [8-14]. Although the open-

circuit voltage method can obtain a more accurate SOC value, it cannot realize the on-line test of SOC. 

The stable open-circuit voltage can only be obtained after the battery is left standing for several hours, 

which is not suitable for the measurement of the system in operation [9, 10]. The discharge experiment 

method requires a significant amount of time to remove the battery from the system, so it is also not 

suitable for estimating the SOC under the working state [11-13]. The ampere-hour integral method will 

have errors in the process of measurement; the precision of the estimation depends on the precision of 

the initial given SOC reference value. Therefore, long-term use will lead to a continuous increase of all 

kinds of error accumulation, resulting in a significant estimation deviation [15-18]. The linear model 

method is simple and has a narrow range of applications, so it cannot accurately reflect the state change 

of the SOC estimation of the strongly nonlinear system. Although the internal resistance value is related 

to SOC estimation, the characteristics of internal resistance are not clear, the applicable battery types are 

not universal, and the measurement is difficult, which is not suitable for the current technical level [19-

24]. The neural network algorithm needs a large number of accurate and comprehensive battery sample 

data to train, which is not only a huge workload, but also requires a large amount of time. Besides, the 

precision of the estimation results is greatly affected by the training data and training methods, so it is 

not suitable for the system that requires high precision and stability [25-27]. The establishment of fuzzy 

rules in the fuzzy logic algorithm is not systematic and scientific, and the quality of control precision 

cannot be guaranteed completely. The problems of stability and robustness also need to be solved [28-

30]. 

Kalman filter algorithm is an optimal autoregressive data filtering algorithm, which can estimate 

the optimal state of complex dynamic systems according to the principle of minimum mean-variance 

[31-33]. It can not only correct the initial error of the system and correct the system in operation, but 

also effectively suppress the noise in the actual measurement process. Therefore, it is one of the ideal 

self-correcting SOC estimation methods. However, this method has a strong dependence on the precision 

of the battery model, and it is susceptible to the dynamic parameters of the battery, which is the primary 

method used in this paper. 
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2. THE PROPOSAL OF EQUIVALENT CIRCUIT MODEL 

The estimation of SOC by Kalman filter algorithm depends on the accurate battery model, so 

selecting the appropriate model is crucial to the state estimation of the battery. The equivalent circuit 

model is a circuit network based on the series-parallel form of essential circuit components, such as 

resistance, capacitance, and voltage source [34-38]. Analogous to the battery, it can simulate the 

characteristics such as internal ohmic resistance and polarization reaction. And its circuit structure is 

intuitive and concise, simple and clear, easy to establish the state space equation of estimating variables, 

which is convenient for battery simulation analysis and parameter identification [39-42]. Therefore, this 

kind of model is widely used in the SOC estimation of batteries [12, 13]. Common equivalent circuit 

models include the Rint model, Thevenin model, PNGV model, and GNL-model. 
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Figure 1. The equivalent models of Li-ion battery (a) Rint model (b) Thevenin model (c) PNGV model 

(d) GNL-model 

 

The equivalent circuit of Rint model is shown in Figure 1(a). The model is extremely simple and 

it consists of an ideal voltage source E in series with a simple internal resistance R0. However, due to its 

poor accuracy, it cannot represent the influence of electrochemical reaction inside the cell. And it belongs 

to a linear model, which is not suitable for SOC estimation in practical application [43, 44]. The 

equivalent circuit of Thevenin model is shown in Figure 1(b). On the basis of Rint model, a parallel RC 

branch is added to the Thevenin equivalent model to simulate the polarization effect in the charging and 

discharging process of Li-ion batteries. To a certain extent, it can reflect the dynamic characteristics of 

Li-ion battery, which makes up for the limitations and shortcomings of Rint model. However, due to the 

complexity of the actual battery operation, the dynamic performance of a single RC branch is limited, 

which cannot accurately reflect the polarization effect or other influencing factors of the battery [45-47]. 

PNGV model (Figure 1(c)) adds a plate capacitance Cb on the basis of Thevenin equivalent circuit model, 

which is used to simulate the characteristics of battery OCV changing with the accumulation of current, 

so its accuracy is higher than that of the Thevenin model. However, this model is difficult to identify 



Int. J. Electrochem. Sci., Vol. 15, 2020 

  

9502 

parameters and has high complexity in calculation, so it is not suitable for real-time SOC estimation in 

practical application [48-50]. The equivalent circuit of GNL-model is shown in Figure 1(d). This model 

is the induction and development of the Rint model, Thevenin model and PNGV model, which combines 

the characteristics of all models. However, there are many resistance and capacitance components inside 

the model, the dynamic order is too high, and the parameter data need to be processed is too much, so it 

is difficult to identify and calculate, which is not suitable for real-time SOC estimation in engineering 

applications [51-53]. 

Comprehensive comparative analysis of the advantages and disadvantages of the several above 

models, this paper uses the Thevenin equivalent model. Compared with other models, the Thevenin 

model can better reflect the dynamic characteristics of the battery [54-57]. In this paper, the Thevenin 

equivalent circuit model with the second-order RC branch is selected. The second-order RC model can 

more accurately reflect the dynamic characteristics of the battery than the first-order Thevenin model, 

thus significantly improving the precision of the equivalent circuit model. Although the precision of the 

second-order RC model is slightly lower than that of the third-order and fourth-order models, when the 

RC branch exceeds the second-order, the calculation and complexity are significantly increased when 

the model precision is not improved significantly [58-61]. Considering the precision of the model, the 

degree of complexity, and the amount of calculation, the Thevenin equivalent circuit model of the 

second-order RC branch is more suitable for the performance simulation of Li-ion batteries in this paper. 
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Figure 2. The equivalent circuit model based on 2RC-Thevenin model of Li-ion battery 

 

 

In Figure 2, Uoc denotes the open-circuit voltage (OCV), UL denotes the external voltage of the 

battery, and iL denotes the output current of the battery. R0 is the equivalent ohmic resistance of the cell, 

Rpa and Rpc represent the equivalent internal resistance generated by the electrochemical polarization 

and concentration polarization of the cell, respectively. The Rpa and Cpa are equivalent to the impedance 

received upon transport between Li-ion electrodes. The time constant τ1 is small, and the Upa is the 

voltage value at both ends of Rpa and Cpa. Rpc and Cpc are equivalent to the impedance of lithium ions 

upon diffusion in the electrode material. The time constant τ2 is large, and Upc is the voltage value at 

both ends of Rpc and Cpc. The following mathematical relations can be obtained from the Thevenin 

theorem: 

Uoc=iLR0+Upa+Upc+UL （1） 



Int. J. Electrochem. Sci., Vol. 15, 2020 

  

9503 

iL=
Upa

Rpa

+Cpa

dUpa

dt
 

（2） 

iL=
Upc

Rpc

+Cpc

dUpc

dt
 

（3） 

From the above formulas (1), (2), (3), we can deduce the relationship between the voltage at both 

ends of Cpa and Cpc and its derivative and the output current iL. And the following equation of state can 

be established: 
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∙iL                                    (4) 

The functional relationship of OCV-SOC is strongly nonlinear, and pulse discharge experiments 

can obtain the relationship between them. The battery adopts the standard 18650 lithium battery, and the 

battery is discharged at full charge with 1C current. When the SOC drops by 5%, it will stand for 10 

minutes. The test curve of pulse discharge is shown in Figure 3. 

 

 

 
 

Figure 3. The testing curve of pulse discharge 

 

 

The SOC value of the battery at each moment can be calculated by the ratio of the battery 

discharge recorded in the electronic load to the rated battery. The OCV values of all the measuring points 

at each interval of about 5% can be obtained by the upper computer of the electronic load and the Dspace 

MicroLab Box. 

The OCV-SOC relationship curve between Uoc and SOC measured experimentally is shown in 

Figure 4. And the function expression of the OCV-SOC relationship curve can be obtained by fitting the 

polynomial of the least square method at 5% test data points from 0 to 1: 

Uoc=F (SOC)=11.65*SOC7-35.01*SOC6+40.4*SOC5-24.87*SOC4+11.73*SOC3-4.439*SOC2 

+1.28*SOC +3.42                                                                           (5) 
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Figure 4. OCV vs. SOC relationship curve 

 

 

The functional relationship of SOC of the battery can be obtained by the improved Ann-hour 

integral method: 

SOC(t)=SOC(t0)+
1

𝛽𝑇Q
N

∫𝜂𝑖iLdt

t

t0

 （6） 

In formula (6), iL is the charge/discharge current at the current moment, and ƞi represents the 

current correction coefficient at different charge/discharge rates, QN is the rated capacity of the cell, and 

𝛽T is the correction coefficient of the actual capacity of the cell at the thermodynamic temperature T. 

The discrete model of lithium-ion batteries can be described as follows: 

xk+1=F(xk,uk)+wk 

y
k
=H(xk,uk)+vk 

wk~(0,Q
k
) 

vk~(0,Rk) 

（7） 

In Formula (7),  xk、xk+1 is the status of the system; yk is the observed quantity; uk is the 

controlled quantity; wk is white Gaussian noise generated by the system, with the mean value of 0, and 

the covariance of Qk. And vk is the white Gaussian noise that is not related to wk generated in the 

observation process, with a mean value of 0 and a covariance of Vk. Combined with the equivalent circuit 

model established in Figure 2, each variable is defined as follows: 

x=[ SOC Upa Upc]
T
 

u=iL 
y=UL 

（8） 

Formula F1, F2 and F3 are obtained according to equations (6), (2) and (3), and observation 

equation (11) is obtained by discretization according to equation (1). 

xk+1=F(xk,uk)=[F1 F2 F3]
k

T
 （9） 
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（10） 

yk=H(xk,uk)= Uoc(x1,k) - x2,k -x3,k - uk R0 （11） 

 

 

 

3. IDENTIFICATION OF MODEL PARAMETERS 

There are five components in the second-order Thevenin equivalent circuit model, which need 

to be parameter identification, namely ohmic internal resistance R0, polarization resistance Rpa, Rpc and 

polarization capacitance Cpa, Cpc. Similarly, the identification is carried out under the pulse discharge 

experiment, and the pulse discharge curve at SOC=95% is intercepted in Figure 3 to illustrate. Figure 5 

shows the pulse discharge voltage curve when SOC=95%. 
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Figure 5. Terminal voltage curve when SOC=95% 

 

 

In Figure 5, when the current is equal to 1C, the pulse discharge process is from 0s to about 210s. 

When the pulse discharge stops at about 210s, and the voltage changes U1 instantly, which is caused by 

the ohmic internal resistance R0 inside the battery. According to ohm's law, the R0 value of this point 

can be obtained from the formula R0= U1/iL. The slowly varying voltage between about 210s and 740s 

is caused by two sets of RC branches in parallel in the equivalent circuit. The change in voltage is U2. 

In this process of slow change, the output equation of terminal voltage is expressed as: 

U=Uoc+R0iL+RpaiL(1-e-t/τ1)+RpciL(1-e-t/τ2) （12） 

Where τ1, τ2 are time constant, τ1=RpaCpa, τ2=RpcCpc, and τ1<τ2. The four-parameter values of 

SOC corresponding to Rpa, Cpa, Rpc and Cpc can be fitted by an exponential function. The function 

formula selected is as follows: 
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U=k0+k1e-t/τ1+k2e-t/τ2 (13) 

With the slowly changing terminal voltage curve data of the U2 segment in Figure 5, the least 

square method is used for parameter fitting identification in the MATLAB environment. In this way, we 

can obtain the parameters k0、k1、k2、τ1 and τ2 in the formula, and get the voltage curves as shown in 

Figure 6. 
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Figure 6. Parameter identification fitting curve when SOC=95% 

 

 

In formula (13), the k0 corresponds to the open-circuit voltage after the voltage of the curve is 

stable, k1 corresponds to the -RpaiL in formula (12), k2 corresponds to the -RpciL in formula (11), τ1 and 

τ2 correspond to the time constant τ1 and τ2 in formula (12). The corresponding values of Rpa, Cpa, Rpc 

and Cpc are as follows: 

Rpa=-
k1

iL
   Rpc=-

k2

iL
    Cpa=

τ1

Rpa

    Cpc=
τ2

Rpc

 （14） 

In the same way as establishing the OCV-SOC curve relationship, the functional relationship of 

SOC values corresponding to R0, Rpa, Cpa, Rpc and Cpc is determined by interpolation fitting, and the 

dynamic curves of each parameter about SOC are obtained. 

To verify the performance of the established Li-ion battery equivalent circuit model, and the 

precision of parameter identification, the equivalent circuit model of Li-ion battery was established in 

Simulink simulation environment in MATLAB. The Simulink simulation model established according 

to the results of parameter identification, and the specific parameters of the lithium-ion battery are shown 

in Figure 7. 

 
 

Figure 7. The 2RC battery simulation model 
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4. ADAPTIVE SQUARE ROOT UNSCENTED KALMAN FILTER 

In the SOC estimation of the battery, the Kalman filter algorithm has a high requirement for the 

precision of the battery model. However, in the actual operation of the battery, the precision of the model 

will be reduced due to the changes in the ambient temperature and parameters. At the same time, in the 

actual working environment, the measurement of the characteristics of the battery also has the 

interference of strong random noise, and the inevitable measurement error [62-73]. These problems will 

affect the precision and stability of SOC estimation results. In order to solve the above problems, the 

idea of an adaptive filter is introduced based on the unscented Kalman filter to form an adaptive 

unscented Kalman filter (AUKF). The adaptive filter is based on the UT transform. The Sage-Husa 

adaptive algorithm is used to optimize the mean and covariance of the process noise wk and observation 

noise 𝑣𝑘 to reduce the deviation caused by the uncertainty noise to the system estimation results, which 

can effectively prevent the algorithm from diverging and make the estimated variable restore the true 

value to the maximum extent [74-78]. 

However, when the adaptive algorithm was added to the MATLAB simulation of SOC 

estimation, the problem of negative determination of covariance appeared, resulting in an imaginary 

number of variables in the program and leading to the failure of the program [79-83]. To solve this 

problem, the idea of Square Root (SR) filter was introduced, which was fused into the AUKF algorithm 

to form ASRUKF. 

The square root filtering algorithm used in this paper is fused to the AUKF algorithm. Its steps 

mainly include four parts: initialization, sigma point calculation, time update, and measurement update 

[84-88]. 

Step 1: Initialize the state vector x. Covariance P0 is obtained from the initial value x0. The square 

root initial value S0 is obtained from P0. Using covariance square root Sk instead of Pk in UT transform 

and UKF algorithm steps to participate in recursive computation: 

0 0

0 00 0 0 0

( )

{ } {[( )( ) ]}T

x E x

S chol P chol x x x x



   





                                       (15) 

Step 2: Using the UT transform to calculate Sigma point: 

= [ + - ]k k kk k kχ x x ηS x ηS                                                     (16) 

Step 3: Time update. Including state estimate +1|k kχ  of each Sigma point, output estimate +1|k ky , 

state estimates +1|k kx  for weighted k+1 moments, output estimate 
-

+1k
y , and the square root of 

covariance -

+1kS : 

+1| = [ , ]k k k kχ f χ u                                                                  (17) 

( )
2

+1|

-
( )

=0

+1 =
n

m k

i i

k
i

k ω χx ∑                                                                (18) 

-
- 1

+1+1 1:2 , +1| +1= {[ ( - ) ]}kk c n k k kS qr ω χ x Q                                       (19) 
-

- - 0
+1+1 +1 0, +1|= { , - , }kk k k k cS cholupdate S χ x ω                                         (20) 

+1| +1|= [ ]k k k ky h χ                                                                (21) 
2

, +1|+1
=0

-

=
n

i

m kk i k
i

y ω y∑                                                         (22) 
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In the process of recursion, since 
0

cω  maybe negative, formula (20) needs to be added after 

formula (19) to ensure the non-negative nature of the matrix, so that: 
- -

+1 +1=k kS S ± 0 - -

0, | -1 +1 0, | -1 +1( - )( -ˆ ˆ )T

c k k k k k kx xω χ χ                                          (23) 

Step 4: Measurement update. Including the covariance square root 
+1kyS  of the output residual, the 

mutual covariance 
+1 +1k kx yP  of the state estimate and the output estimate: 

+1

-
1

1:2 , +1| +1+1
= {[ ( - ) ]}

ky c n k k kk
S qr ω y y R                                             (24) 

+1 +1

-
0

0, +1| +1
= { , - , }

k ky y k k ck
S cholupdate S y y ω                                              (25) 

+1 +1

2
- -

+1, +1| , +1| +1
=0

[ - ][ - ]=
k k

n
i

kc i k k i k kx k
i

y ω χ x y yP ∑                                           (26) 

And the update of the Kalman gain matrix 
+1kK  of the system, the posterior estimate +1kx  of the 

state variable x and the square root 
+1kS  of the state estimation error co-defense: 

+1 +1 +1 +1+1 = ( / ) /
k k k k

T

k x y y yK P S S                                                           (27) 

- -

+1 +1 +1 +1 +1
= + ( - )k k k k k

x x K y y                                                     (28) 

+1+1=
kk yU K S                                                                     (29) 

{ }-

+1 +1= , , -1k kS cholupdate S U                                                        (30) 

The idea of an adaptive algorithm and square root filter is incorporated based on the UKF 

algorithm. The formed ASRUKF algorithm can not only improve the numerical instability of UKF 

algorithm, but also correct the error caused by the time-varying noise. Based on obtaining stable results, 

it can obtain higher precision than UKF algorithm. 

 

 

 

5. INTERPRETATION OF RESULT 

The experimental object selected in this paper is the universal 18650 model dynamic lithium-ion 

battery, whose rated capacity is 2.2Ah, rated voltage is 3.7V, charging cut-off voltage is 4.2V, charging 

cut-off current is 0.01A, discharging cut-off voltage is 2.75V. The experimental temperature is controlled 

at 20℃. The test platform of the 18650-powered lithium-ion battery consists of a DC stabilized power 

supply, a DC electronic load, a Dspace MicroLab Box, and a computer. The state of battery charging 

and discharging is controlled by DC power supply and electronic load. The Dspace MicroLab Box can 

realize the high precision measurement of the characteristics of the battery and the high-speed operation 

of the program, and display the real-time experimental data of various state quantities and variables 

through the Control Desk of the upper computer software on the computer terminal [89-95]. 

First of all, the model parameters were identified, and the pulse discharge experiment was carried 

out. The test point is 5% of the SOC interval. After the parameter identification of the least square 

method, the experimental platform of pulse discharge is shown in Figure 8 below: 
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Figure 8. Experimental platform of pulse discharge 

 

 

After the parameter identification is completed, the SOC estimation experiment of a lithium-ion 

battery is carried out. Firstly, the simulation analysis was carried out under the constant discharge mode. 

For the convergence of the ASRUKF algorithm, the different initial values were given for the simulation 

analysis, as shown in Figure 9. In this simulation, the true value at the initial moment of SOC is selected 

as 95%, while the estimated initial values of the algorithm are selected as 100%, 80%, 65% and 50%, 

corresponding to the initial errors are +5%, -15%, -30% and -45%, respectively. 

 

 

Time

Real value of SOC

Initial error of +5%

Initial error of -15%

Initial error of -30%
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Figure 9. Convergence rate of ASRUKF algorithms under different initial values 

 

 

As shown in Figure 9, the ASRUKF algorithm can converge rapidly, corresponding to different 

initial values. When the error is small, the algorithm can complete the correction and convergence within 

5s quickly, and the process can be controlled within 10s when the error is significant. 



Int. J. Electrochem. Sci., Vol. 15, 2020 

  

9510 

The errors of the three algorithms in the SOC estimation process are analyzed below, as shown 

in Figure 10. Due to the large initial error and slow convergence speed of the EKF algorithm, the error 

before convergence at the beginning of the EKF algorithm is not discussed temporarily, and the 

maximum error after stabilization is 3.01%. The maximum error of the UKF algorithm appeared after 

the initial convergence, which is 2.36%. The stability error in the middle part and later could be kept 

within 2%, and the maximum error is 1.95%. The maximum error of ASRUKF algorithm simulation is 

0.53% after the convergence of the front segment, and the stability error in the middle segment and later 

can be kept within 1%, and the maximum is 1.02%. Besides, the error curve of EKF and UKF algorithms 

fluctuates greatly, which is caused by the noise in the system. However, the curve of the ASRUKF 

algorithm fluctuates less, which is caused by better square root algorithm and adaptive filtering 

algorithm. 
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Figure 10. The contrast of estimation errors of each algorithm under 45% initial error 

 

 

The simulation in the pulse discharge mode uses 1C current, a single discharge cycle of 1000s, 

and a pulse duty cycle of 20%. The comparison between the estimated results of the three algorithms 

and the true values of SOC is shown in Figure 11. In this simulation, the true value of SOC at the initial 

moment is selected as 100%, and the initial SOC value of the three algorithms is selected as 100%, with 

the initial error of 0. According to the overall situation in Figure 11, all the three algorithms can converge 

and fit the real SOC value, which is difficult for comparison and analysis. Then, the error curves of the 

three algorithms are drawn, as shown in Figure 12. 
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Figure 11. SOC estimation in pulse discharge mode 

 

 

Time/s

E
rr

o
r

ASRUKF algorithm

UKF algorithm

EKF algorithm

 
 

Figure 12. SOC estimation errors under the mode of pulse discharge 

 

 

The maximum error of the EKF algorithm is 3.28% (Figure 12), which occurs in the pulse 

discharge. The maximum error of the UKF algorithm is 2.26%. The maximum error of the ASRUKF 

algorithm is 0.74%, and all of them occur at the time of pulse discharge. When the battery is switched 

from the discharge state to the static state, the error of the UKF and ASRUKF algorithms can fall back 

to a stable range quickly. The UKF algorithm keeps the error within 1%, and the ASRUKF algorithm 

can control within 0.5%. While the EKF algorithm cannot converge quickly. It will take a period of time 

for the error to fall back slowly and stabilize within 1.5%. 

Finally, the simulation analysis of the DST working condition was carried out. DST is a standard 

condition suitable for the charging and discharging test of power battery. It is obtained from the federal 

urban driving schedule (FUDS) by splitting, cutting, simplifying, and combining. The comparison 

between the estimated value of each algorithm and the true value of SOC under the DTS condition is 

shown in Figure 13. The true value of SOC at the initial moment is 100%, the initial value of SOC 

estimated by the program is 95%, the total number of 6 cycles is 2100s, and the simulation time is set as 
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2200s. It can be seen from the figure that the ASRUKF algorithm is the most closely aligned with the 

true value of SOC, the UKF algorithm follows, and the EKF algorithm has the worst fit. The error 

comparison of the algorithm is shown in Figure 14. 
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EKF algorithm
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Figure 13. SOC estimation under DST operating conditions 
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Figure 14. SOC estimation errors under DST operating conditions 

 

 

Because the charging and discharging state and output current value of the battery change 

frequently under the DST condition, the fluctuation of SOC value and the error value are tremendous. 

The EKF algorithm has the worst estimation effect (Figure 14) and takes the longest time to correct the 

error, with the maximum error reaching 3.04%. The UKF algorithm is centered, with a maximum error 

of 1.98% and the average error of the whole segment within 1%. The ASRUKF algorithm has the best 

estimation effect, with the maximum error of only 0.96%, and the average error of the whole segment 

can be kept within 0.5%. 
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6. CONCLUSION 

The research object of this paper is the single lithium-ion battery. The SOC estimation method 

based on 2RC-Thevenin equivalent circuit model and ASRUKF algorithm is proposed, and the 

corresponding simulation and experiments are carried out. The 2RC-thevenin equivalent circuit model 

is selected as the research model of lithium-ion battery by comparing the commonly used battery models 

and considering the factors of precision, complexity, and calculation. The parameters of the circuit model 

and the OCV-SOC curve were identified and fitted by the pulse discharge experiment, and the precision 

of the parameter identification was verified in the battery simulation of MATLAB/Simulink. Based on 

the UKF algorithm, the ASRUKF algorithm was proposed to estimate the SOC of the lithium-ion battery, 

and Simulink simulation analysis was carried out for the algorithm under three different conditions: 

constant discharge, pulse discharge, and DST. The simulation results show that the ASRUKF algorithm 

has better stability and faster convergence speed, and its estimation precision is better than other 

algorithms. 
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