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Accurate estimation of SOC of lithium-ion batteries has always been an important work in the battery management system. However, it is often very difficult to accurately estimate the SOC of lithium-ion batteries. Therefore, a novel joint support vector machine - cubature Kalman filtering (SVM-CKF) method is proposed in this paper. SVM is used to train the output data of the CKF algorithm to obtain the model. Meanwhile, the output data of the model is used to compensate the original SOC, to obtain a more accurate estimate of SOC. After the SVM-CKF algorithm is introduced, the amount of data needed for prediction is reduced. By using Beijing Bus Dynamic Stress Test (BBDST) and the Dynamic Stress Test (DST) condition to verify the training model, the results show that the SVM-CKF algorithm can significantly improve the estimation accuracy of Lithium-ion battery SOC, and the maximum error of SOC prediction for BBDST condition is 0.800%, which is reduced by 0.500% compared with CKF algorithm. The maximum error of SOC prediction under DST condition is about 0.450%, which is 1.350% less than that of the CKF algorithm. The overall algorithm has a great improvement in generalization ability, which lays a foundation for subsequent research on SOC prediction.
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1. INTRODUCTION

In the 21st century, the energy problem has become one of the great challenges for us human beings. Such a large amount of energy consumption is bound to bring about a more serious greenhouse effect [1], global warming [2, 3], rising sea levels [4], and so on. On the other hand, with the growth of the world’s population [5], the energy consumption of the world is bound to increase substantially, so it is particularly important to seek new energy to replace the fossil energy. As a new type of clean energy
Lithium-ion batteries have the advantages of high storage energy density [7], long service life [8], and lightweight. They are bound to play a major role now and in the future.

With the widespread use of Lithium-ion batteries, people are increasingly concerned about the remaining useful life (RUL) [9, 10], battery life, the prediction of capacity [11], the state of health (SOH) [12-14], and safety [15] of Lithium-ion batteries. One of the most important is the accurate estimation of the state of charge (SOC) [16-18] of the Lithium-ion battery. The battery's SOC reflects the battery's endurance and the real-time remaining power of the battery, which greatly affects the user's experience.

The SOC of a Lithium-ion battery is affected by current, voltage, aging, and other factors, so it is particularly difficult to estimate the SOC of a Lithium-ion battery. At present, the main methods for estimating the SOC of Lithium-ion batteries include the ampere-hour method [19, 20], the open-circuit voltage method [21, 22], the Kalman filter (KF) method, and neural network (NN) [24-26] method.

In recent years, there have been more and more researches on the estimation of Lithium-ion battery SOC, which has become one of the important topics of new energy research in international society. Lots of researchers and scholars have conducted active research on the SOC of the battery, and the results are impressive. With the continuous progress of technology, researchers have put forward a lot of improved algorithms based on the former algorithm, such as the Unscented Kalman Filtering (UKF) [27, 28] algorithm, the improved Extended Kalman Filtering (EKF) algorithm [29-32] algorithm, the CKF [33, 34] and the SVM [35, 36] method. Liu et al. [37] used the unscented Kalman filter algorithm and particle filter method to predict SOC, and the results show that SOC can be predicted in real-time, and has a strong robustness to noise. He et al. [38] proposed a variable parameter equivalent hysteresis model based on the Thevenin model, which optimized the limitations of the traditional Thevenin model caused by fixed parameters. Zhu et al. [39] proposed a way to Identify model parameters Restricted Total Least Squares, which reduced the error caused by the traditional recursive least squares method due to identification error. Tian et al. [40] proposed a Long Short-Term Memory (LSTM) network combined with an Adaptive Cubature Kalman Filter (ACKF) algorithm. It can significantly improve the accuracy of SOC estimation, has excellent generalization ability for different data, and can solve the initial error.

This paper takes lithium-ion batteries as the research and modeling object. After analyzing the characteristics of lithium-ion batteries, a new method for estimating the SOC of lithium-ion batteries is proposed. The algorithm of data mining is introduced into the estimation of Lithium-ion battery SOC, and a novel joint support vector machine - cubature Kalman filtering method is proposed. This algorithm is different from the BP neural network algorithm based on the empirical risk minimization criterion, which tends to rely excessively on the training samples, while the learning convergence speed is slow, easy to fall into the local minimum, and there will be overlearning, while the SVM algorithm is based on the structural risk minimization criterion, keeps the training error fixed and minimizes the confidence range, solves the overlearning problem, and has good generalization ability to the samples. the SVM-CKF algorithm introduces the SVM algorithm based on the advantages of the CKF algorithm to improve the accuracy of the algorithm. Through the Hybrid Pulse Power Characterization (HPPC), BBDST, and DST tests, the results show that the accuracy of the algorithm for SOC estimation is effectively improved after the introduction of the SVM algorithm, which provides new ideas for future research.
2. MATHEMATICAL ANALYSIS

2.1. SVM-CKF Joint algorithm

To train and obtain an SVM model with good performance and give play to the good generalization ability of the SVM algorithm, it is necessary to select appropriate input and output. The flow chart of the joint algorithm is shown in Fig. 1.

![Joint SVM-CKF algorithm flow chart](image)

**Figure 1.** Joint SVM-CKF algorithm flow chart

Considering the nonlinear characteristics of the lithium-ion battery, the influence of voltage and current on the accuracy of the training model, three input and one output models were established, where the inputs are the voltage value $U_k$ at moment $k$, the SOC estimate $\hat{s}(k)$ of the CKF algorithm, the end voltage error $y(k) - \hat{y}(k)$ of the CKF algorithm, and the output is the estimation error $s(k) - \hat{s}(k)$. The output of the SVM can correct the SOC predicted by the CKF algorithm to make it closer to the real SOC value, giving full play to the superiority of the joint algorithm.

2.2. Battery performance model

In the process of SOC estimation of Lithium-ion battery, the biggest factor affecting its accuracy comes from the selection of Lithium-ion battery model. According to the different model building mechanisms of Lithium-ion batteries can be divided into simple chemical models, intelligent
mathematical models, and equivalent circuit models. Because the electrochemical model of Lithium-ion batteries is complex and difficult to apply, the intelligent mathematical model is theoretically possible, but the technology is difficult to achieve in the actual operation process, requiring a large amount of data for training, the time spent is relatively long, the equivalent model circuit is simple, although it does not consider the internal chemical reaction of Lithium-ion batteries, it can well show the open-circuit voltage internal resistance during the experiment, the polarization resistance. Therefore, the equivalent model is chosen in this paper. The equivalent model is divided into the Rint model, Thevenin model, and PNGV model, etc. The Rint model consists of the internal resistance of the battery and the ideal voltage source, which has a simple structure and cannot respond to the complex chemical reactions inside the Lithium-ion battery. The PNGV model consists of an ideal voltage source, capacitor, ohmic internal resistance, and an RC circuit, and the PNGV model has an additional capacitor compared with the Thevenin model, which will increase the difficulty of subsequent parameter identification. Considering the complexity of the model and the extent to which it reflects the dynamic characteristics of the Lithium-ion battery, the circuit diagram of the Thevenin model is shown in Figure. 

\[ \begin{align*} 
U_{OC} & = U_{oc} - U_R - U_P \\
I(t) & = C_p \frac{dU_p}{dt} + \frac{U_p}{R_p} 
\end{align*} \] (1)

The SOC of the battery is also called the residual power, the definition of SOC is the ratio of the remaining discharged power to the rated power of the battery because the definition of SOC is too complicated to calculate SOC, so in engineering, usually use the Ampere-hour method to calculate the SOC of the battery, using the Ampere-hour method first need to know the initial value of the SOC, and then add or subtract the charge and discharge power in a period interval, to get the SOC value. The SOC value at this time is obtained, and the specific expression is shown in Eq. (2).
Based on the knowledge of modern control theory, the Thevenin model of Eq. (1) and (2) is discretized. At the same time, the state space variables, input variables and output variables are selected in combination with the expression of SOC, and the following Eq. (3) can be obtained.

\[
SOC_{t+1} = SOC_{t} - \frac{\int_{t_0}^{t} I(t) \eta dt}{Q_0} 
\]

\[
SOC_{k+1} = \begin{bmatrix} 1 & 0 & \Delta t \frac{Q_N}{Q} \\ 0 & e^{-\frac{\Delta t}{\tau}} & U_{0,k+1} \end{bmatrix} + \begin{bmatrix} \Delta t \\ R_{1} \left(1 - e^{-\frac{\tau}{\tau}}\right) \end{bmatrix} I_{k} + \begin{bmatrix} w_{1,k} \\ w_{2,k} \end{bmatrix}
\]

\[
U_{0,k} = U_{oc,k} - R_{0,k} I_{k} + \begin{bmatrix} 0 \\ -1 \end{bmatrix} \begin{bmatrix} SOC_{k} \\ U_{1,k} \end{bmatrix} + v_{k}
\]

Where \( \Delta t \) is the time interval of sampling, \( \tau \) is the time constant, and its expression is \( \tau = R_pC_p \), \( \omega \) is the state noise, while \( v_k \) is the measurement noise, and \( \omega \) and \( v \) their variances are \( Q_k \) and \( R_k \), respectively.

2.3. Parameter identification

To complete the accurate construction of equivalent circuit modeling (EMC), it is necessary to obtain the relationship between the internal parameters of the equivalent circuit model and the SOC of the Lithium-ion battery, and the method to obtain the relationship between the internal parameters of the equivalent circuit model and the SOC of Lithium-ion battery is parameter identification.

![Figure 3. HPPC experimental procedure](image-url)

There are two methods of parameter identification, one is online parameter identification and the other is offline parameter identification. On-line parameter identification is more complicated, and the situation of filtering saturation will occur, while off-line parameter identification is simple and easy to operate. Therefore, this paper adopts the method of off-line parameter identification, using ternary Lithium-ion battery for testing, the nominal capacity of the battery is 70Ah, after the capacity calibration.
experiment, the actual capacity obtained is 70.4Ah. HPPC experiments are necessary to obtain the parameters of the Thevenin model. The experimental data for parameter identification were measured in a 25°C thermostat for the Lithium-ion battery in the HPPC experiment and the flow chart of the HPPC experiment is shown in Figure.

In the HPPC experiment, when the SOC of the lithium-ion battery drops by 0.1, the discharge time of 10s is selected for curve fitting. According to the first-order Thevenin model, the circuit expression can be obtained from the KVL relation of the circuit in the zero-state response, and then the circuit expression is abstracted, and the parameters to be identified can be obtained according to the above expression. The above equation is shown in Eq. (2)

\[
\begin{align*}
U_L &= U_{oc} - IR_x - IR_p(1 - e^{-x}) \\
y &= a - b(1 - e^{-x}) \\
R_x &= \frac{U_{oc} - a}{I} \\
R_p &= \frac{b}{I} \\
C_p &= \frac{c}{R_p}
\end{align*}
\]

2.4. Cubature Kalman Filter Algorithm

The Cubature Kalman filter algorithm uses the framework of the Unscented Kalman algorithm, the core of which is the spherical radial cubature criterion. The 2n cubature points with equal weights are selected, and then these cubature points are collectively nonlinearly transformed, and then the corresponding predicted values are obtained based on the transformed statistical characteristics. The solution process of the Cubature Kalman filter algorithm can be roughly divided into three parts, which are initialization, time update, and cubature update.

First, the parameters are initialized, this can be calculated with Eq.(5). At the same time, the initial value of measurement noise, process noise covariance, and sampling time is set. And the \( E(\cdot) \) denotes the mathematical expectation.

\[
\begin{align*}
\hat{X}_0 &= E(X_0) \\
P_0 &= E(X_0 - \hat{X}_0)(X_0 - \hat{X}_0)^T
\end{align*}
\]

Second, time should be updated. The cubature point calculation is shown in Eq.(6), where \( \zeta_i \) denotes the ith cubature point. Where \( n \) represents the estimated state dimension. The total number of cube points is twice the state dimension.

\[
\begin{align*}
P_{k-1} &= S_{k-1}S_{k-1}^T \\
x'_{k-1} &= S_{k-1}\zeta_i + \tilde{X}_{k-1}, i = 1,2,\ldots,2n
\end{align*}
\]
The propagation cubature point equation, the equations for calculating the predicted values of the state variables, and the predicted values of the error covariance are shown in Eq. (7). Where $Q_k$ is shown as the process noise covariance matrix at time $k$.

\[
\begin{align*}
\dot{x}_{k|k-1}^i &= f(x_{k-1}^i) \\
\hat{x}_{k|k-1} &= \frac{1}{2n} \sum_{i=1}^{2n} x_{k|k-1}^i \\
P_{k|k-1} &= \frac{1}{2n} \sum_{i=1}^{2n} (x_{k|k-1}^i - \hat{x}_{k|k-1})(x_{k|k-1}^i - \hat{x}_{k|k-1})^T + Q_{k-1}
\end{align*}
\] (7)

The equation to form the cubature point based on the predicted value is shown in Eq. (8). Where $\hat{x}_{k|k-1}$ represents the empirical value. The accuracy of the prior value can be updated by the measurement value. And the posterior value is generated through this process.

\[
\begin{align*}
P_{k|k-1} &= S_{k|k-1}^T \hat{y}_{k}^T \\
x_{k|k-1}^i &= S_{k|k-1} \hat{y}_{k} + \hat{x}_{k|k-1}
\end{align*}
\] (8)

The equation for estimating the output of each sample point and calculating the predicted value of the observed output is shown in Eq. (9). Where the $u_k$ is the system input at time $k-1$.

\[
\begin{align*}
y_{k|k-1} &= h(x_{k|k-1}, u_k) \\
\hat{y}_{k|k-1} &= \frac{1}{2n} \sum_{i=1}^{2n} y_{k|k-1}^i
\end{align*}
\] (9)

The measurement covariance and cross-covariance matrices of calculated propagation are shown in Equation (10), where $R_{k-1}$ is the measurement noise covariance matrix with time step $k$.

\[
\begin{align*}
P_{k|k-1} &= \frac{1}{2n} \sum_{i=1}^{2n} (y_{k|k-1}^i - \hat{y}_{k|k-1})(y_{k|k-1}^i - \hat{y}_{k|k-1})^T + R_{k-1} \\
P_{k|k-1}^{yx} &= \frac{1}{2n} \sum_{i=1}^{2n} (x_{k|k-1}^i - \hat{x}_{k|k-1})(y_{k|k-1}^i - \hat{y}_{k|k-1})^T
\end{align*}
\] (10)

The equation for estimating the Kalman gain and calculating the state estimate at time $k$ and the state error covariance matrix estimate is shown in Eq. (11)

\[
\begin{align*}
K_k &= P_{k|k-1}^{yx} (P_{k|k-1}^{yy})^{-1} \\
\hat{x}_{k|k} &= \hat{x}_{k|k-1} + K_k (y_k - \hat{y}_k) \\
P_k &= P_{k|k-1} - K_k P_{k|k-1}^{yx} K_k^T
\end{align*}
\] (11)

2.5. Support vector machine algorithm

SVM is a dichotomous model in statistical learning. By learning a hyperplane with the largest geometric interval to the training set in the feature space, the hyperplane can classify the training data with sufficient confidence. SVM can be applied to nonlinear classification by introducing kernel
techniques. For small sample data, SVM also has a more accurate prediction effect and strong model
generalization ability.

The SVM sub-linear classification model can be defined as \( f(x) = \text{sign} (w^*x + b) \), and its training
process can be equivalent to the following convex quadratic programming problem. The equations are
shown in Eq.(12).

\[
\begin{aligned}
\min_{w,b,\xi} & = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i \\
y_i(w \cdot x_i + b) & \geq 1 - \xi_i, i = 1, 2, \ldots, N \\
\xi_i & \geq 0, i = 1, 2, \ldots, N 
\end{aligned}
\]

(12)

Where \( C \) is the penalty factor. When the value \( C \) is large, the penalty for misclassification
increases; when the value \( C \) is small, the penalty for misclassification decreases; \( \zeta \) is the relaxation
factor; \( N \) is the size of the training sample.

When an SVM is applied to a regression problem, it is called a Support Vector Regressor (SVR). The model of SVR is defined as \( f(x) = w^*x + b \), and the learning problem of SVR can be equivalent to the
following optimization problem. Its equation is shown in Eq.(13).

\[
\begin{aligned}
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} (\xi_i + \xi_i^*) \\
y_i - w \cdot x_i - b & \leq \varepsilon + \xi_i \\
w \cdot x_i + b - y_i & \leq \varepsilon + \xi_i^* \\
\xi_i, \xi_i^* & \geq 0
\end{aligned}
\]

(13)

Where \( \zeta, \zeta^* \) is the relaxation factor and is the punishment factor. To apply SVR to nonlinear
problems, the Lagrange function is introduced into SVR. The SVR model after deformation and
Gaussian kernel function are shown in Eq.(14).

\[
\begin{aligned}
g(x) = & \sum_{i=1}^{N} (\alpha_i^* + \alpha_i) K(x_i, x) + b \\
K(x, z) = & \exp(-\|x - z\|^2 / 2\sigma^2)
\end{aligned}
\]

(14)

Wherein \( K(x, x_i) \) is the kernel function when \( K(x, x_i) \) is the polynomial kernel function \( K(x, z) = (x^*z+1)^p \), \( p \) is the order of the polynomial. And when \( K(x, x_i) \) is the Gaussian kernel function as shown
in Eq.(14), \( \sigma \) is the width coefficient of the Gaussian kernel function. \( \alpha, \alpha_i^* \) is the Lagrange multiplier.
When \( \alpha \) is too small, the training accuracy is generally high, but the generalization ability of the time
model is poor, and the phenomenon of overfitting is easy to appear. If \( \alpha \) is too large, the training accuracy
of the model is low. If it is too large, the training accuracy of the model is low. Considering the nonlinear
characteristics of lithium-ion batteries, the kernel function used in this paper is RBF.

3. EXPERIMENTAL ANALYSIS

3.1. Test platform construction

As the research on Lithium-ion batteries continues, it is necessary to establish a complete battery
management system (BMS) and a platform for conducting experiments. The experimental platform is
roughly composed of four parts. The constructed platform is shown in Fig.4.
The first part is the battery, and the ternary Lithium-ion battery is selected as the research object under the comprehensive consideration of the cost and the characteristics of the Lithium-ion battery. The second part is the computer that controls the experimental machine, which is used to set the work steps of the relevant conditions and ensure the normal conduct of the experiment. The third part is the NEWARE BTS-4000 battery testing system with 16 charging and discharging ports, which transmit the battery information to the upper computer in real-time during the testing process. The fourth part is a constant temperature chamber, which is used for different temperature requirements of different working conditions to ensure the accuracy of the experimental data.

### 3.2. Identification experiment

There are two methods of off-line parameter identification, one is the point calculation method and the other is the curve fitting method. The point calculation method is to draw the pulse test graph for each different SOC value and then calculate the value of each parameter at different SOC values by selecting the special points in the pulse test graph according to the formula. The other is the curve fitting method. Compared with the point-fitting method, the curve fitting method has greatly improved the utilization rate of data and is conducive to improving the accuracy of curve fitting, so the curve fitting method is chosen for parameter identification. The curve fitting method needs to give the function expression of the fitted function, which contains the parameters to be solved, input the function expression into the software, calculate the unknown quantity in the function expression according to the input expression and the existing data, and then solve for the unknown parameters to be identified in the circuit.
The open-circuit voltage, current and ohmic internal resistance can be obtained from the HPPC experiment. The zero-state response fitting curve for SOC=1 is shown in Fig. 5.

![Graph showing the zero state response curve for SOC=1](image)

**Figure 5.** Zero state response curve for SOC=1

The ohmic internal resistance $R_0$, polarized internal resistance $R_p$, polarized capacitance $C_p$, and open-circuit voltage $U_{oc}$ are calculated for different SOC stages according to the above experimental steps as shown in Table 1.

<table>
<thead>
<tr>
<th>SOC/100%</th>
<th>$R_0$/mΩ</th>
<th>$R_p$/mΩ</th>
<th>$C_p$/F</th>
<th>$U_{oc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.961057682</td>
<td>0.519082</td>
<td>12519.57063</td>
<td>3.4592</td>
</tr>
<tr>
<td>0.2</td>
<td>1.859498063</td>
<td>0.390383</td>
<td>19667.75322</td>
<td>3.5410</td>
</tr>
<tr>
<td>0.3</td>
<td>1.825930538</td>
<td>0.350388</td>
<td>23038.81399</td>
<td>3.5897</td>
</tr>
<tr>
<td>0.4</td>
<td>1.802504690</td>
<td>0.319963</td>
<td>23332.61905</td>
<td>3.6166</td>
</tr>
<tr>
<td>0.5</td>
<td>1.780507248</td>
<td>0.344103</td>
<td>23954.96034</td>
<td>3.6514</td>
</tr>
<tr>
<td>0.6</td>
<td>1.758224125</td>
<td>0.319963</td>
<td>23332.61905</td>
<td>3.7360</td>
</tr>
<tr>
<td>0.7</td>
<td>1.745939839</td>
<td>0.523653</td>
<td>16879.77215</td>
<td>3.8318</td>
</tr>
<tr>
<td>0.8</td>
<td>1.730370221</td>
<td>0.482801</td>
<td>17187.37110</td>
<td>3.9350</td>
</tr>
<tr>
<td>0.9</td>
<td>1.723228194</td>
<td>0.435092</td>
<td>18133.44121</td>
<td>4.0497</td>
</tr>
<tr>
<td>1.0</td>
<td>1.718942978</td>
<td>0.426950</td>
<td>22069.80251</td>
<td>4.1840</td>
</tr>
</tbody>
</table>

In the HPPC experiments, after 40 min of shelving at the end of each discharge, the battery is approximated to be in electrochemical equilibrium, i.e., the voltage at this time is the OCV value corresponding to the current SOC value. After obtaining the above data, it is possible to verify the accuracy of the selected battery model. The identified parameters are input into the Thevenin model simulated by Simulink, and the experimentally measured HPPC data are imported into the simulated Thevenin model. Fig. 5 (a) shows the voltage comparison curve, where $U_1$ is the real voltage data from the HPPC experiment and $U$ is the simulated voltage data from the parameters obtained by parameter
identification. The error between the simulated voltage and the real voltage data is shown in Fig. 5 (b). The error voltage is maintained at about 0.04v, and the error is less than 1%, and there is no dispersion. In the late stage of battery discharge, due to the intense chemical reaction inside the battery, the error of parameter identification increases, but in general, the error of parameter identification fluctuates within a reasonable range. The accuracy of the parameters obtained from the identification was found to be following the engineering requirements, and subsequent studies can be carried out.

![Figure 6. Thevenin model simulation results](image)

**Figure 6.** Thevenin model simulation results

### 3.3. BBDST working condition verification

The experiment uses a Lithium-ion battery with a capacity of 70.4Ah as the modeling object, and the training model uses the data from the HPPC experiment. The HPPC sets the working condition from SOC=1 to SOC=0.1, and the sampling interval is 1s. The voltage diagram under this working condition is shown in the following Fig. 6.

The data from the HPPC experiments were input into the code written in MATLAB, and the SOC of the HPPC working condition was predicted using the CKF algorithm, and the difference between the
SOC predicted by the CKF algorithm and the result predicted by the Ansatz integral was obtained as shown in the figure below. From the results in Fig. 2, we can conclude that the experimental error results obtained by using the CKF algorithm to predict the HPPC operating conditions are basically within 0.5%, which shows that the accuracy of the SOC data predicted by using the CKF algorithm is high enough to meet the basic requirements in engineering.

![Figure 3. CKF-based Lithium-ion battery SOC estimation effect](image)

The CKF algorithm is used to obtain the predicted SOC and end voltage errors and the voltage data under that moment into the SVM for training. 30% of the input dataset is used as training data and 70% as prediction data.

To test the accuracy of the SVM-trained model, it is validated using complex operating conditions. The data from the BBDST operating conditions were imported into the trained model, and the results and errors were compared to those predicted by the CKF-SVM algorithm, the CKF algorithm, and the ampere-time integration method, as shown in Fig. 8.

![Figure 4. SVM-CKF-based Lithium-ion battery SOC estimation effect in BBDST condition](image)

(a) SOC estimation in BBDST condition  
(b) SOC estimation errors in BBDST condition
In the above Fig. 7(a) S1 denotes the SOC predicted by the CKF algorithm, S2 denotes the SOC predicted by the ansatz integration method, and S3 denotes the SOC predicted by the SVM-CKF algorithm. From the above Fig. 7(a), it can be concluded that the SOC predicted by the CKF-SVM algorithm is closer to the true SOC value than the SOC predicted by the CKF algorithm. In Fig. 7(b) ERR1 is the estimation error of the CKF-SVM algorithm and ERR2 is the estimation error of the CKF algorithm. From the right figure, we can conclude that the maximum estimation error of SOC using CKF-SVM algorithm is around 0.832%, while the maximum estimation error of SOC using only CKF algorithm is around 1.364%, and we can also conclude that the estimation error of CKF-SVM algorithm fluctuates less, which reflects the good generalization ability of CKF-SVM algorithm and improves the accuracy of SOC estimation.

3.4. DST working condition verification

To avoid the accuracy of one experiment, DST working condition is predicted using the completed training model. Its SOC prediction results and prediction errors are shown in Fig. 8.

![SOC estimation in DST condition](image1)

(a) SOC estimation in DST condition

![SOC estimation error in DST condition](image2)

(b) SOC estimation error in DST condition

**Figure 8.** SVM-CKF-based Lithium-ion battery SOC estimation effect in DST condition

In Fig. 8(a) S1 is the SOC estimated by the CKF algorithm, S2 is the SOC estimated by the ansatz integration method, and S3 is the SOC estimated by the SVM-CKF algorithm. In Fig. 8 (b) ERR1 is the SOC estimation error of the CKF algorithm, whose maximum error is 1.81%, and ERR2 is the SOC estimation error of the SVM-CKF algorithm, whose maximum error is 0.45%. An improved neural network model and extended Kalman filter algorithm proposed in the literature [41] has a maximum error of less than 2% for SOC estimation. The maximum error of the SVM-CKF algorithm proposed in this paper for SOC estimation is less than 1%. Compared with an improved cubature Kalman algorithm [42] whose error is less than 2%, the maximum error of the SVM-CKF algorithm proposed in this paper is less than 1%, so the SVM-CKF algorithm proposed in this paper has higher accuracy. Compared with only using SVM algorithm [43], its estimation error of SOC is 6%, the error of SVM-CKF algorithm used in this paper is greatly reduced, and the error is less than 1%.
The comparison between the two can be concluded that the estimation error fluctuation of the SVM-CKF algorithm is significantly smaller than the estimation error fluctuation of the CKF algorithm, which has good generalization ability and robustness.

4. CONCLUSIONS

With the development of society and the reduction of fossil energy, the use of lithium-ion batteries will be more and more extensive. As an important factor affecting the safety and life of lithium-ion batteries, the research on SOC is also more and more extensive. This paper mainly studies the accuracy of the SVM-CKF algorithm in the prediction of lithium-ion battery SOC. In this paper, the first-order Thevenin model was constructed, and the CKF algorithm was used to predict the SOC of the HPPC experiment to obtain the input data set of the SVM algorithm. The model was obtained through SVM training, and then the model was used to compensate the SOC data predicted by the CKF algorithm under other complex working conditions to obtain more accurate SOC values. Experimental results show that the SVM-CKF algorithm can accurately estimate SOC under BBDST condition, and the maximum error of SOC estimation is 0.800%. The maximum error of the SVM-CKF algorithm in the DST condition is 0.45%. At the same time, the SVM-CKF algorithm can greatly reduce the data needed for prediction and improve the generalization ability.
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