State of Health Estimation for Li-ion Batteries using Improved Gaussian Process Regression and Multiple Health Indicators
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Accurately estimating the state of health (SOH) of Li-ion batteries (LIBs) is critical to ensure safe and stable battery operation. However, during the online operation of LIBs, it is difficult to directly measure the SOH. To overcome this challenge, this paper proposes an online SOH estimation method for LIBs based on multiple health factors (HFs) and improved Gaussian process regression. First, by analysing the dQ/dV curve and dV/dT curve of the LIB, this study finds the data interval with the highest correlation with the battery SOH to extract multidimensional health features. Then, the dimensionality reduction process is performed by the principal component analysis (PCA) method to reduce the computational complexity. Using this approach, a Gaussian process regression (GPR) model with combined kernel functions was proposed to establish the mapping relationship between the predicted values of HFs and SOH. Finally, test experiments are performed on two public lithium battery ageing datasets, and the obtained results show that the estimation error of the proposed method is kept within 1.5%, with high accuracy and reliability.
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1. INTRODUCTION

Li-ion batteries (LIBs) are widely used in multiple applications due to their high energy density, low cost and long life [1-2]. However, with repeated charge and discharge cycles and long-term use, LIBs experience irreversible chemistry inside the battery. This increases the size of LIBs, which affects the normal use of LIBs and even causes safety accidents [3]. Therefore, real-time monitoring of the SOH of LIBs is critical to the safe and reliable operation of LIBs over their entire lifespan [4-6]. Currently, the SOH is usually defined as the ratio between the actual available capacity and the initial capacity of the LIBs, reflecting the current capacity of LIBs to store and supply energy at the beginning of their life.
When the SOH drops to 70-80%, it is considered the end-of-life (EOL) of LIBs. When the endpoint is reached, the ageing battery should be replaced.

To date, researchers have proposed a variety of approaches to SOH estimation. These methods are mainly divided into three aspects: direct measurement methods, model-based methods and data-driven methods.

The direct measurement method directly reflects the current SOH of the LIBs by measuring the internal resistance or actual available capacity of the LIBs. As the battery ages, its internal resistance will increase; thus, the measurement of internal resistance can indirectly reflect the SOH. Regarding the internal resistance of LIBs, electrochemical impedance spectroscopy (EIS) and AC pressure drop internal resistance measurement methods are usually adopted [7-8]. For capacity measurement, the open circuit voltage method is usually used to estimate the current capacity of LIBs [9-10]. Although the computational complexity of the direct measurement method is not high, it is difficult to apply it in online operation conditions because of the strict hardware requirements.

Model-based methods are divided into equivalent circuit models and electrochemical models according to the mechanism of the model. The equivalent circuit model simulates the complex physical and chemical reactions in the battery through basic electronic components. In [11], the SOH of LIBs was estimated by establishing a fractional-order model and EIS, but the resistance value was not sensitive enough in the ageing process of LIBs. Cheng et al. [12] proposed a new decoupling weighted recursive least squares (DWRLS) method to solve the problem of low accuracy in parameter estimation under different dynamic mechanisms of LIBs. This method estimates the battery dynamic parameters separately. Other researchers use the physical and chemical reactions inside the battery to establish an electrochemical model to derive the battery performance degradation mechanism related to the material properties to estimate the SOH[13]. In [14], a quasi-two-dimensional porous electrode model (pseudo two-dimensional model, P2D model) was built based on porous electrode theory, and then a series of partial differential equations (PDEs) were used to describe the internal dynamic mechanism of LIBs. The state can be estimated more accurately, and the parameters can be adjusted to adapt to LIBs with different electrode materials, but PDE has a difficult problem to solve. Although the computational complexity can be reduced by simplifying the model, the accuracy and application range of the model will also be reduced.

Therefore, the model-based method can solve the problem of simultaneous estimation of online parameters and states, but it is highly dependent on the accuracy of the model. Because model parameters are often determined under fixed operating conditions, it is only applicable to limited operating conditions and is not applicable under other operating conditions. Thus, it cannot be extended to online operation.

The data-driven method analyses and mines the implicit performance evolution law in the battery performance degradation data. It does not need to consider the complex physicochemical reactions inside the cell and directly establishes the mapping relationship between the SOH and the health indicators that can reflect the ageing state of the LIBs. Its flexibility and the advantages of not requiring modelling have attracted considerable attention in academia and industry [15]. The main data-driven methods can be divided into nonprobabilistic methods and probabilistic methods, such as nonprobabilistic methods, including support vector machine (SVM) [16-17], artificial neural network (ANN) [18], and Box–Cox
transformation (BCT) [19]. Nonprobabilistic methods cannot establish a potential probability model and cannot give an expression of uncertainty in the result. Probabilistic methods are important for SOH estimation, which not only predict the value of the SOH but also give the degree of uncertainty of the predicted value [20]. In [21], the historical capacity data decomposed the main trends and the fluctuation trends. The main trend of historical capacity is estimated through LSTM, and GPR is used to estimate the fluctuation part caused by capacity regeneration. It not only has a high prediction accuracy but also quantifies the uncertainty of the estimation results.

To achieve online SOH prediction, in addition to choosing a good modelling method, the selection of HF is also very important for characterizing the ageing state of LIBs. The charge/discharge curve of the LIBs can be more easily obtained than the capacity for the battery management system (BMS). In [22], four HFs are extracted as the input of GPR to estimate SOH. However, two of the HFs require a complete battery charging phase, and the other two HFs are also obtained at specific voltage points. As a result, the expandability of these health indicators is limited. In [23], the average value of voltage fluctuations over a period of time was extracted from the discharge curve as an HF for SOH estimation. However, in practice, the discharge curve of LIBs changes with the load. Therefore, it becomes difficult to extract health indicators from an unstable discharge curve. Although the abovementioned data-driven approaches have compensated for some of the shortcomings of the model-based and direct measurement approaches, they still face the following challenges.

1) The abovementioned methods often use all charging data directly as input or extract features as input to estimate the SOH. However, it is difficult to determine the initial state of charge (SOC) at the beginning of battery charging and the SOC at the end of charging due to the uncertainty of the actual working conditions. The actual charging data are often fragmented data; thus, the SOH estimation model should be designed based on the fragmented data.

2) Previous studies usually only consider the voltage or current factors of lithium batteries in the analysis of the ageing process of batteries and do not consider the temperature change factors of batteries. In fact, there is a close relationship between the temperature of the battery and the SOH thus far.

Additionally, long-term resting of LIBs will cause a short-term rebound in battery capacity. Due to its severe nonlinearity, it is difficult for existing models to predict it accurately. To overcome these difficulties, this paper proposes a state-of-health estimation method for Li-ion batteries based on Improved Gaussian Process Regression (IGPR) and Multiple Health Factors. First, the ageing data of the battery are collected in the offline stage, and the multidimensional HFs are extracted from the constant current charging stage by qualitatively analysing the $\frac{dQ}{dV}$ curve and $\frac{dT}{dV}$ curve of the battery. Then, PCA is used to reduce its dimensionality to obtain indirect HF, which is input into the GPR model of the combined kernel function. The obtained results show that by combining the characteristics of different kernel functions, the method proposed in this paper can simultaneously track the main trend and fluctuation part of battery ageing.
2. MATHEMATICAL ANALYSIS

During the operation of the battery, its interior is a highly dynamic process. Currently, the SOH is generally expressed as the ratio between the current maximum available capacity of the battery and the initial capacity, as follows:

\[
SOH = \frac{C_{\text{cur}}}{C_{\text{nom}}} \times 100\%
\]  

(1)

\(C_{\text{cur}}\) is the current maximum capacity of the battery, and \(C_{\text{nom}}\) is the nominal capacity of the battery. When the battery ages to a certain extent, it needs to be timely replaced for safety reasons. Here, the end-of-life (EOL) of the battery is defined as 70% of the nominal capacity of the battery.

2.1 Lithium battery aging dataset analysis

Public battery data provided by NASA and Oxford are mainly used as simulation experiment data in this study [24-25]. The LG Chem 18650 cylindrical battery used in the NASA dataset has a rated capacity of 2.1 Ah. In the ageing experiment, the lithium battery was charged with a constant current of 1.5 A until the voltage increased to 4.2 V. Then, in the constant voltage stage, the current is gradually reduced to 20 mA, and the discharge uses a constant current of 2 A to discharge to the cut-off voltage. The Oxford University battery ageing dataset uses four Kokam lithium cobalt oxide pouch cells with a rated capacity of 740 mA h. In the ageing test, the lithium battery was repeatedly charged at a constant current of 1.48 A, and its discharge process simulated the urban driving conditions of Artemis. During the experiment, the capacity was measured every 100 cycles, and the SOH change curves of the lithium batteries in the two datasets are shown in Figure 1.

![Figure 1](image_url). Variation curve of battery SOH with the number of cycles
2.2 Health factor extraction

The correct selection of HF is the key to achieving accurate SOH estimation. In the daily use of lithium batteries, the physical quantities that the battery management system can provide are the battery's voltage, current and temperature. Therefore, HF can be constructed from these directly available battery operating data to characterize battery ageing. Because the discharge process of an LIB largely depends on the load, the discharge current will vary with the change in the load, and extracting HIs from the discharge process is not suitable for actual working conditions. In contrast, the charging stage can be controlled by the BMS system to obtain stable charging data. Figure 2 shows the voltage and temperature curves of the battery with increasing ageing. As the SOH of the battery decreases, the time for the charging voltage to reach the cut-off voltage gradually shortens, and the temperature also gradually increases. Therefore, health characteristics that characterize battery ageing can be extracted from the charging voltage curve and temperature curve.

![Figure 2. The voltage and temperature of the battery change curve with ageing](image)

Currently, with the rapid advancement of cloud computing technology, a large amount of battery data is easier to collect, which will provide a good foundation for data-driven methods. However, it will become difficult to extract high-quality HF from a large amount of data; thus, secondary analysis of the features becomes more important. In addition, because the charging initiation state of charge in daily battery operation cannot be determined, the obtained charging data are often fragmented. Therefore, by analysing the dQ/dV curve and dV/dT curve of the battery, this study selects the small segment data with the highest correlation with the battery SOH from a large number of charging data to extract HF. The calculation formulas of the dQ/dV curve and dV/dT curve are as follows:

\[
\frac{dQ}{dV} \approx \frac{Q(k) - Q(k - N)}{V(k) - V(k - N)} \quad (2)
\]

\[
\frac{dT}{dV} \approx \frac{T(k) - T(k - N)}{V(k) - V(k - N)} \quad (3)
\]

Due to the limited resolution of the sensor, the method of directly using the numerical derivative will be sensitive to noise. To solve this problem, dQ/dV and dT/dV are approximated by finite
differences of $N$ sample points. $Q(k)$, $T(k)$ and $V(k)$ in the abovementioned formula are the capacity, temperature and voltage at time $k$, respectively. The larger is the $N$ value, the lower is the sensitivity to noise and the better is the SOH estimation accuracy. However, if the $N$ value is too large, the SOH estimation accuracy will be reduced due to the change in the peak value of the submerged curve. Therefore, the size of $N$ must be reasonably selected. In this study, the value of $N$ is 10. Smoothing the curve is also important because the acquired data often contain considerable noise. Therefore, the Savitzky–Golay filter is selected in this study to smooth the $dQ/dV$ and $dT/dV$ curves, and the obtained results are shown in Figure 3.

![Figure 3. dQ/dV and dT/dV curves of Cell 1](image)

First, from the $dQ/dV$ curve, it can be seen that there is a high correlation between voltage and capacity between 3.75 V and 3.85 V; thus, these data need to be considered. Second, the relationship between the capacity and temperature of the battery is analysed, which can be expressed by $dQ/dT$. The calculation formula is as follows:

$$ \frac{dQ}{dT} = \frac{dQ}{dV} \times \frac{dV}{dT} $$

(4)

The abovementioned formula shows that the correlation between capacity and temperature is proportional to $dQ/dV$ and inversely proportional to $dV/dT$. From 3.8 V to 3.9 V, the rate of change of temperature and voltage is the smallest, based on the $dV/dT$ curve. Finally, through a local traversal search, it is determined that the voltage, temperature and capacity are most correlated within the range of 3.8-3.85 V. The interval with the highest correlation between voltage, temperature, and capacity in the NASA battery ageing dataset is 3.95-4.0 V. Therefore, this data interval is selected to extract the health factor of lithium batteries. The integral of voltage versus time is set as $HF_1$, the integral of temperature versus time is set as $HF_2$, and the current number of cycles is set as $HF_3$. The calculation process is as follows:

$$ HF_i(i) = \int_{t_i}^{t} Vcc(i) \, dt $$

(5)
\[ HF_2(i) = \int_{t_1}^{t_2} T_{cc}(i) \, dt \]  
\[ HF_1 = C_{Cycle}(i) \]

In the abovementioned formula, \( t_1 \) to \( t_2 \) represent the time required for the constant current charging voltage \( V_{cc} \) to change from \( V_1 \) to \( V_2 \); \( T_{cc} \) represents the temperature of the battery during constant current charging, and \( i \) represents the \( i \)th charge–discharge cycle.

2.3 Correlation analysis

To quantitatively evaluate the correlation between HF and SOH selected in this study, this study adopts the Pearson and Spearman coefficients, and the specific calculation is as follows:

\[
Pearson = \frac{E(XY) - E(X)E(Y)}{\sqrt{E(X^2) - E(X)^2} \sqrt{E(Y^2) - E(Y)^2}} \tag{8}
\]

\[
Spearman = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}} \tag{9}
\]

In the abovementioned formula, \( X \) and \( Y \) are the sample populations, \( x_i \) and \( y_i \) are the sample individuals, and the value of the correlation coefficient is between -1 and +1. The closer the absolute...
value is to 1, the higher is the degree of correlation between the two. When equal to 0, there is no linear relationship between the two.

2.3 Principles of principal component analysis

To comprehensively analyse the factors of battery ageing, the introduced HF can reflect the SOH of the battery to varying degrees. However, there will be overlapping information between these HFs. To reduce the computational complexity, principal component analysis (PCA) was chosen to optimize HF. While retaining the original information, the original three HFs were recombined into a new vector and recorded as the Indirect Health Factor (IHF). The specific steps are as follows.

First, set \( X = [HF_1, HF_2, HF_3] \), which is a matrix of \( n \times m \) order, \( n \) is the number of samples, and \( m \) is the number of vectors. The formula for calculating the covariance matrix \( S \) is as follows:

\[
S = \frac{1}{m-1}(X^\top X)
\]

(10)

\( X^* \) in the abovementioned formula is the standardized \( X \), and the eigenvector \( u_i \) and eigenvalue \( \lambda_i \) of \( X^* \), \( i = 1, 2, \ldots, k \), can be calculated by the following formula:

\[
Su_i = \lambda_i u_i
\]

(11)

Let \( U = [u_1, u_2, \ldots, u_k] \); the matrix \( Z \) after dimension reduction can be obtained by the following formula:

\[
Z = X^* \times U
\]

(12)

2.4 Gaussian Process Regression Principle

Battery online health monitoring results always involve different types of uncertainties. The presentation of uncertainty is much more advantageous for the estimated results than just an estimated result. GPR is a kernel function-based machine learning approach that can be combined with prior knowledge based on a Bayesian framework to achieve predictions. The associated uncertainty is then described by providing confidence intervals for the predicted values. This paper describes GPR from the perspective of function space. The GPR model can be completely determined by the mean function \( m(x) \) and the covariance function \( k(x, x') \):

\[
\begin{align*}
&m(x) = E(f(x)) \\
&k(x, x') = E[(f(x) + m(x))(f'(x') - m(x'))^T]
\end{align*}
\]

(13)

In the abovementioned formula, \( \delta_f^2 \) is the signal variance, and \( l \) is the characteristic length scale. In reality, the observed value of the model will be disturbed by various noises. Therefore, independently distributed Gaussian noise is added to the model, which is expressed as follows:

\[
k(x, x') = \delta_f^2 \exp\left(-\frac{1}{2l^2} (x - x')^2\right)
\]

(14)

In the abovementioned formula, \( \varepsilon \sim N(0, \delta_n^2) \), and \( y \) is the output observation value after adding noise. According to the Bayesian principle, the prior distribution of the model is expressed as follows:

\[
y = f(x) + \varepsilon
\]

(15)
In the abovementioned formula, $\varepsilon \sim N(0, \delta_n^2)$, and $y$ is the output observation value after adding noise. According to the Bayesian principle, the prior distribution of the model is expressed as follows:

$$y \mid N(0, K_f(x, x) + \delta_n^2 I_n)$$

$$K_f(x, x) = (k_{ij})_{n \times n}$$

$$k_{ij} = \delta_f^2 \exp(-\frac{(x_i - x_j)^2}{2l^2})$$

In the abovementioned formula, $K_f(x, x)$ is an $n \times n$ symmetric positive definite matrix, $\delta_n^2 I_n$ is the noise covariance matrix, and $I_n$ is the $n$-dimensional unit matrix. $k_{ij}$ is used to describe the similarity between $x_i$ and $x_j$. The higher is the similarity, the greater is the $k_{ij}$. In the random process of the Gaussian process, the finite-dimensional subset of any random variable obeys the joint normal distribution; thus, the joint prior distribution of the training set $(x, y)$ and the test set $(x^*, y^*)$ is shown in the following formula:

$$\begin{bmatrix} y \\ y^* \end{bmatrix} \mid N \left( \begin{bmatrix} K_f(x, x) + \delta_n^2 I_n & K_f(x, x^*) \\ K_f(x^*, x^*) \end{bmatrix}, \begin{bmatrix} K_f(x, x)^T & K_f(x, x^*) \\ K_f(x^*, x)^T & K_f(x^*, x^*) \end{bmatrix} \right)$$

Then, the output is predicted by calculating the conditional distribution:

$$p(y^* \mid x, y, x^*) \mid N(y^* \mid m^*, \text{cov}(y^*))$$

In Equation 19, $p(y^* \mid x, y, x^*)$ also follows the Gaussian distribution, $m^*$ can be regarded as the predicted value $y^*$, and $\text{cov}(y^*)$ can be regarded as the agreement reflecting its uncertainty. Variance matrix. The specific expressions of $m^*$ and $\text{cov}(y^*)$ are as follows:

$$\begin{bmatrix} m^* = K_f(x, x^*)^T [K_f(x, x) + \delta_n^2 I_n]^{-1} y \\ \text{cov}(y^*) = K_f(x^*, x^*) - K_f(x^*, x^*)^T [K_f(x, x) + \delta_n^2 I_n]^{-1} K_f(x, x^*) \end{bmatrix}$$

The hyperparameter $[\delta_f, l, \delta_n]$ in the abovementioned formula is solved by minimizing the negative log marginal likelihood (NLML), and the specific expression is as follows:

$$NLML = -\log p(y \mid x, \theta)$$

By taking the partial derivative of the likelihood function, the conjugate gradient method is used to solve it. The specific expression is as follows:

$$\left\{ \frac{\partial}{\partial \theta} \log p(y \mid x, \theta) = \frac{1}{2} \begin{bmatrix} \alpha \alpha^T - [K_f(x, x) + \delta_n^2 I_n]^{-1} \frac{\partial(K_f(x, x) + \delta_n^2 I_n)}{\partial \theta} \end{bmatrix} \right\}$$

When the hyperparameters are solved, the GPR model can be determined. Then, the test data are estimated according to the mean function and variance, and the 95% confidence interval of the prediction result can be expressed as follows:

$$[m^* - 1.96 \times \sqrt{\text{cov}(y^*)}, m^* + 1.96 \times \sqrt{\text{cov}(y^*)}]$$

2.4 Improved Gaussian Process Regression Model

In this study, by analysing the ageing process of lithium batteries, it is found that in addition to the main capacity decay trend, there are also local fluctuations due to battery capacity regeneration, as shown in Figure 1. Of note, the choice of GPR kernel function has a great influence on the accuracy of
the model. Previous models usually use a single kernel function for estimation, which makes it difficult to capture two different ageing trends at the same time. Therefore, this paper proposes a GPR estimation method based on combined kernel functions, which linearly couples two kernel functions with different functions to improve the accuracy of the model. The combined kernel function $K_f$ is shown in the following formula, where $K_{f1}$ is the polynomial kernel function used to describe the main trend part of battery ageing, and $K_{f2}$ is the SE kernel function used to describe the fluctuation part. The calculation formula is as follows:

$$K_f = K_{f1} + K_{f2} = (x^T x + c)^d + \delta^2 \exp\left(-\frac{1}{2\ell^2} (x - x')^2\right)$$

(24)

3. EXPERIMENTAL ANALYSIS

To verify the accuracy and reliability of the method proposed in this study, the mean absolute error (MAE), mean absolute percentage error (MAPE) and root mean square error (RMSE) are used to evaluate the evaluation indicators of model performance. These indicators are defined as follows:

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$

(25)

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{\hat{y}_i} \right| \times 100\%$$

(26)

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}$$

(27)

In the formula, $y_i$ represents the predicted value, $\hat{y}_i$ represents the true value, and $n$ represents the numbers of data.

3.1 Correlation analysis results between IHF and battery SOH

To quantitatively measure the strength of the correlation between the IHF constructed in this paper and the SOH of the battery, the Pearson coefficient and the Spearman coefficient are selected for evaluation. The calculation results are shown in Table 1. It can be seen from the obtained results that the health factor constructed in this study is greater than 0.9 in both datasets. The data length required for feature extraction is only 50 mV, which can be easily obtained in practical applications.

<table>
<thead>
<tr>
<th></th>
<th>B0005</th>
<th>B0006</th>
<th>B0007</th>
<th>B0018</th>
<th>Cell 1</th>
<th>Cell 2</th>
<th>Cell 3</th>
<th>Cell 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson</td>
<td>0.9952</td>
<td>0.9932</td>
<td>0.9943</td>
<td>0.9905</td>
<td>0.9942</td>
<td>0.9845</td>
<td>0.9962</td>
<td>0.9978</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.9956</td>
<td>0.9967</td>
<td>0.9966</td>
<td>0.9804</td>
<td>0.9977</td>
<td>0.9939</td>
<td>0.9991</td>
<td>0.9993</td>
</tr>
</tbody>
</table>
3.2 SOH estimation results

Figure 5. SOH estimation results and errors of 5, 6, 7 and 18 batteries

Table 2. Calculation results of the SOH estimation error for batteries 5, 6, 7 and 18

<table>
<thead>
<tr>
<th>Model</th>
<th>Test set</th>
<th>Training set</th>
<th>MAE/%</th>
<th>MAPE/%</th>
<th>RMSE/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR</td>
<td>B0005</td>
<td>B0006, B0007, B0018</td>
<td>1.31</td>
<td>1.69</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>B0006</td>
<td>B0005, B0007, B0018</td>
<td>2.41</td>
<td>2.63</td>
<td>2.53</td>
</tr>
<tr>
<td></td>
<td>B0007</td>
<td>B0005, B0006, B0018</td>
<td>2.62</td>
<td>2.96</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>B0018</td>
<td>B0005, B0006, B0007</td>
<td>1.05</td>
<td>1.26</td>
<td>1.38</td>
</tr>
<tr>
<td>IGPR</td>
<td>B0005</td>
<td>B0006, B0007, B0018</td>
<td>0.69</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>B0006</td>
<td>B0005, B0007, B0018</td>
<td>1.10</td>
<td>1.43</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>B0007</td>
<td>B0005, B0006, B0018</td>
<td>0.68</td>
<td>0.79</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>B0018</td>
<td>B0005, B0006, B0007</td>
<td>0.86</td>
<td>1.01</td>
<td>1.17</td>
</tr>
</tbody>
</table>

To verify the accuracy of the method proposed in this paper, one battery in the NASA or Oxford University battery ageing dataset is selected as the test set each time, and the remaining battery data are used as the training set. Figures 5(a)-(d) show the SOH prediction results and error percentages of the NASA dataset. The blue curve in the figure represents the estimated value of IGPR, the green curve
represents the estimated value of GPR, and the red curve represents the true value of SOH. The grey shaded area represents the 95% confidence interval, which is used to describe the uncertainty of the estimation result. The smaller is the confidence interval, the better is the estimation effect.

Compared with the single-core GPR model, the IGPR model proposed in this paper can not only accurately track the ageing trend of the battery but also accurately track the local capacity fluctuation part. From the error percentage results, it can be seen that the prediction error in the NASA dataset is approximately 4% except for a few points, and most of them are distributed within 2%. When the SOH of the battery is lower than 70%, the estimated effect of the model worsens. This occurs because with the ageing of the battery, the nonlinear degree of the relationship between the health characteristics and the SOH increases, causing the error to increase. In fact, when the battery capacity decays to 70-80% of the rated capacity, the performance of the battery will decline exponentially, and the battery should be timely replaced. This threshold is generally called the end-of-life threshold, and data below this threshold are rarely obtained in actual operation; thus, a large estimation error can be accepted. Table 2 shows the calculation results of the error indicators MAE, MAPE and RMSE. It can be seen that the error indicators of the SOH estimation on the NASA dataset by the method proposed in this paper are all within 2%.

Figure 6. SOH estimation results and errors of Cell 1-Cell 4

To fully verify the applicability of our method, Fig. 6 shows the SOH estimation results and errors of our method in the Oxford battery ageing dataset Cell1-Cell4. It can be seen that the estimation accuracy of the GPR model using the combined kernel function is higher, and most of the errors are distributed within 1%. The calculation of the SOH estimation error index based on GPR and IGPR is
shown in Table 3. On the basis of Cell1-Cell4 batteries, the RMSE of the IGPR model was reduced by 0.4%, 0.39%, 0.27% and 0.25%, respectively, compared with the GPR model.

**Table 3.** Calculation results of the SOH estimation error of Cell 1-Cell 4

<table>
<thead>
<tr>
<th>Model</th>
<th>Test set</th>
<th>Training set</th>
<th>MAE/%</th>
<th>MAPE/%</th>
<th>RMSE/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR</td>
<td>Cell 1</td>
<td>Cell 2, Cell 3, Cell 4</td>
<td>0.63</td>
<td>0.75</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Cell 2</td>
<td>Cell 1, Cell 3, Cell 3</td>
<td>1.04</td>
<td>1.25</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>Cell 3</td>
<td>Cell 1, Cell 2, Cell 4</td>
<td>0.53</td>
<td>0.62</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Cell 4</td>
<td>Cell 1, Cell 2, Cell 3</td>
<td>0.49</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td>IGPR</td>
<td>Cell 1</td>
<td>Cell 2, Cell 3, Cell 4</td>
<td>0.32</td>
<td>0.39</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Cell 2</td>
<td>Cell 1, Cell 3, Cell 4</td>
<td>0.64</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Cell 3</td>
<td>Cell 1, Cell 2, Cell 4</td>
<td>0.32</td>
<td>0.35</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Cell 4</td>
<td>Cell 1, Cell 2, Cell 3</td>
<td>0.24</td>
<td>0.29</td>
<td>0.34</td>
</tr>
</tbody>
</table>

### 3.3 Model Comparison Analysis

To verify the superiority of the method proposed in this paper, current mainstream algorithms such as SVM [26], ANN [27], LSTM [28] and ELM [29] are selected for comparison. The error results are shown in Table 4. When the IGPR model proposed in this paper is used, the estimated error index is the lowest, with the average MAE, MAPE and RMSE values of 0.61%, 0.62% and 0.73%, respectively. Of note, compared with other mainstream algorithms, this model can also provide the degree of uncertainty of the prediction results, which is very important for engineering practice.

**Table 4.** Error analysis of different models

<table>
<thead>
<tr>
<th>Model</th>
<th>Average MAE/%</th>
<th>Average MAPE/%</th>
<th>Average RMSE/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>1.74</td>
<td>1.76</td>
<td>1.93</td>
</tr>
<tr>
<td>ANN</td>
<td>2.13</td>
<td>2.21</td>
<td>2.17</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.86</td>
<td>1.84</td>
<td>1.91</td>
</tr>
<tr>
<td>ELM</td>
<td>1.26</td>
<td>1.47</td>
<td>1.49</td>
</tr>
<tr>
<td>IGPR</td>
<td>0.60</td>
<td>0.61</td>
<td>0.76</td>
</tr>
</tbody>
</table>

### 4. CONCLUSION

In this paper, an online estimation method of lithium battery SOH based on multiple health factors and improved Gaussian process regression is proposed. Experiments are performed on two public datasets, and the obtained results show that the method proposed in this paper can not only accurately track the main ageing trend and local fluctuation part of the battery but also give the uncertainty of the estimated results. The main contributions are divided into the following two aspects.
(1) To solve the problem of incomplete data obtained during the online SOH estimation of lithium batteries. Through the voltage and temperature data provided by the battery management system during the charging process, the health factor extracted using the dQ/dV curve and dT/dV curve analysis only uses the data within the 50 mV voltage interval. These fragmented data are more readily available during actual battery operation than full charge data.

(2) A Gaussian process regression model combining the polynomial kernel function and SE kernel function is used to estimate the main degradation trend and fluctuation part of the ageing process of lithium batteries. The experimental results show that the estimation accuracy of the proposed method is higher than that of the GPR model with a single kernel function.
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